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ABSTRACT
Text entry using gaze-based interaction is a vital communica-
tion tool for people with motor impairments. Most solutions
require the user to fixate on a key for a given dwell time to se-
lect it, thus limiting the typing speed. In this paper we intro-
duce EyeSwipe, a dwell-time-free gaze-typing method. With
EyeSwipe, the user gaze-types the first and last characters of
a word using the novel selection mechanism “reverse cross-
ing.” To gaze-type the characters in the middle of the word,
the user only needs to glance at the vicinity of the respective
keys. We compared the performance of EyeSwipe with that
of a dwell-time-based virtual keyboard. EyeSwipe afforded
statistically significantly higher typing rates and more com-
fortable interaction in experiments with ten participants who
reached 11.7 words per minute (wpm) after 30 min typing
with EyeSwipe.
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INTRODUCTION
Mouse-replacement systems allow people with motor impair-
ments to interact with a computer. Gaze-based mouse re-
placement systems place the mouse pointer directly at the
user’s point of gaze on the screen [11]. These systems are
often combined with virtual keyboards to provide a text entry
method for people with motor impairments [12, 13].

Most available text entry methods for gaze-based systems are
slow [12]. One of the reasons is the use of dwell time: to
make a selection, the user is required to look at a key or but-
ton for a period of time that is sufficiently long to prevent
unintentional selections, typically between 0.4 and 1 second.
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Recently, Kristensson and Vertanen [6] showed the potential
of dwell-free eye typing in a pilot experiment. They simu-
lated a dwell-free virtual keyboard interface for which users
just had to look at the vicinity of the letters in the words in a
phrase. They showed, assuming that the dwell-free text entry
interface is well-implemented, there would be a considerable
speed gain compared to traditional eye typing systems.

A well-known continuous eye typing method is Dasher [21].
Though there is not a consensus on the text entry speeds users
can typically achieve, one of the latest studies found signif-
icantly faster text entry rates for Dasher when compared to
a dwell-keyboard (12.6 wpm versus 6.0 wpm and 14.2 wpm
versus 7.0 wpm) [16].

A continuous gaze-based text input method was also pro-
posed by Bee and André [1], as an adaptation of Quickwrit-
ing, an interface originally developed for stylus-based inter-
action. Another example of continuous eye typing is Context
Switching, by Morimoto and Amir [14], a saccade-based ac-
tivation mechanism for gaze-controlled interfaces. Pedrosa et
al. [15] proposed a dwell-free eye typing interface called Fil-
teryedping, later improved by Liu et al. [8] with GazeTry. In
Filteryedping, the user’s head is stabilized on a chin rest, then
the user looks at the keys that form a word and then looks
at a button to list word candidates. To type a word the user
looks at the desired word candidate and then looks back at the
keyboard or at a text field.

The idea of writing words as shapes was introduced in a
broader text entry literature with Shorthand Aided Rapid
Keyboarding (SHARK) [7, 22]. SHARK uses elastic match-
ing [20] combined with a language model to map gestures on
a virtual keyboard to words in a lexicon.

We here propose the dwell-free eye-typing interface Eye-
Swipe. EyeSwipe is based on the realization that the method
of “swiping one’s finger through a touch-screen keyboard” to
form words can be adapted to “swiping one’s gaze through a
virtual keyboard,” one letter at a time [6]. The main contribu-
tion of our paper is to show how such a gaze typing method
can be made effective and efficient: (1) EyeSwipe does not
require the user to look at each letter of a word to be typed; it
is sufficient for the user to look at the vicinity of the key on
the virtual keyboard screen; (2) EyeSwipe uses an innovative
method, “reverse crossing,” to select the first and last letter of
a word; (3) EyeSwipe proposes candidate words dynamically
with pop-ups above keys (Figure 1) while the user’s gaze is
swiping through the keyboard.

EYESWIPE
Interface Description
With EyeSwipe, a word is typed based on the user’s gaze path,
similar to swipe-based interfaces that trace the user’s finger
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Figure 1. To select the “A” key by reverse crossing, the user moves their
gaze (red circle) to the key (time t1) and the “Action” button is displayed
(t2). The user then looks at the “Action” button (t3) and then back at the
key (t4). The “Action” button disappears and the “Action” is performed.

on a touch screen to determine the desired word from a lexi-
con. A user’s finger trace and gaze path differ in that a finger
trace has clear start and end points, while a gaze path does
not. With ambiguous start and end points, selecting a word
from a lexicon is error prone. To resolve this issue, we pro-
pose for EyeSwipe the use of a selection method that is based
on “target reverse crossing” [2].

With target reverse crossing [2], a selection is performed
when the mouse pointer moves out of the target area, e.g., a
button, through the same region it moved into it. We modify
this technique to handle noisy gaze data (Figure 1) and refer
to our version simply as “reverse crossing” from this point
on. In EyeSwipe, pop-up buttons, common in manual typing
techniques [4], are selected using reverse crossing. Initially
the user looks at the target; a button representing an action
(e.g., start a gaze path) appears above the target after a wait
time of 100 ms; the user looks at the button; then looks back
at the target to perform the selection.

With EyeSwipe (Figure 2), the user types a word by initially
selecting its first character using reverse crossing, and glanc-
ing through the vicinity of the middle characters in sequence.
As the user selects the last character of the word, also with re-
verse crossing, EyeSwipe computes a list of word candidates.
The first candidate is displayed in the action button when the
user looks at the last key and is typed as soon as the user in-
dicates that the gaze path is finished. This visual feedback
allows the user to know what word was typed without having
to look at the typed text, enabling him/her to continue typing
the next word. Spaces are automatically added. The first five
candidates are displayed on the upper part of the interface so
the user can replace, when necessary, the word provided by
EyeSwipe. A backspace key is provided to delete the last
typed word. Selections of punctuation, candidates, and delete
key are also performed by reverse crossing.

When a word is not in the lexicon (names of people are a
common example), EyeSwipe enables users to add it. A word
can be added letter-by-letter by reverse crossing each key, and
finished with a space or punctuation mark.

Candidate Selection
As the user indicates the first and last letters of the desired
word, EyeSwipe retrieves all words that follow this criteria
from a lexicon stored in a trie data structure. This list of can-
didate words is then sorted according to a score based on their

Figure 2. (1) To type the word “this”, the user indicates the first (“T”)
and last (“S”) characters by reverse crossing (dashed blue line), glanc-
ing through the vicinity of “H” and “I” (blue line). Candidates (2) and
punctuation (3) can also be selected by reverse crossing.

likelihood of occurrence and their similarity to the user’s gaze
path. The similarity is based on the concept of an “ideal path.”

The ideal path is the sequence of points in the center of the
keys that form a given word. For example, the ideal path for
the word “eye” is the center of the “e”, “y”, and “e” keys.

Among a set of candidate words, EyeSwipe finds the word
with an ideal path that is most similar to the user’s measured
gaze path. To interpret the noisy measured path, EyeSwipe
uses Dynamic Time Warping (DTW) [18], a common tech-
nique to compare two time sequences, which has also been
used in swipe-based typing on touch screens [23]. The num-
ber of points in the ideal path is at most the length of the
word, typically fewer than 10 points (double letters, e.g., the
“o” in “book,” are treated as a single letter). The gaze path
on the other hand includes a large number of gaze direction
points, sampled by an eye tracker at a rate of up to 500 Hz.
We expect it to be noisy, considering the limitations on gaze
estimation, and contain points close to keys that are not part
of the intended word. EyeSwipe applies an average filter and
removes samples that are far from both the previous and next
sample. The distance threshold used was half the size of a
key (approximately 45 px).

The candidates are initially sorted according to their DTW
match r = 1/(1 + d), where d is the DTW distance between
their ideal path and the user’s gaze path. EyeSwipe then com-
putes the “score” for each of the top t word candidates as a
linear combination of the DTW match r and the number n of
their frequency of occurrence in a unigram model:

score(i) = α ri/

t∑
j=1

r j + (1 − α) ni/

t∑
j=1

n j (1)

The word with the highest score is deemed to be the intended
word. Only the top t candidates are considered because there
are words that occur some orders of magnitude more often
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than other words, such as the word “get”. To reduce the im-
pact of such exceptions in the result they are only considered
when their DTW match puts them among the top t candidates.
We empirically selected the values of t as 10 and α as 0.95.

EXPERIMENTS
Participants and Apparatus
Ten university students without disabilities (5 males, 5 fe-
males; ages 18 to 21; with normal or corrected-to-normal vi-
sion) participated in the experiment. All participants were
proficient in English (8 native speakers) and familiar with the
QWERTY keyboard. They had no or little experience with
eye-tracking systems. The participants were paid $25 for par-
ticipating in the study. To motivate the participants, we in-
formed them before the experiment that the participant with
the best performance (measured by both speed and accuracy)
would receive an additional $20 dollars.

In the experiment, we used a 19-inch LCD monitor (1024 ×
768 pixels resolution) connected to a laptop (2.30 GHz CPU,
4GB RAM) running Windows 7. A Tobii EyeX eye tracker
was used for collecting gaze input.

Design and Procedure
The experiment consisted of eight (four EyeSwipe and four
dwell time) 10-minute typing sessions. For each session,
participants typed phrases from MacKenzie and Soukoreff’s
dataset [10], presented randomly on the top of the screen one
at a time. The participants visited the lab on two different
days (48 – 72 hours apart) and completed two sessions of
each typing method (balanced order) per day. The partici-
pants were encouraged to memorize the phrase and type as
fast and accurately as possible. Between sessions, partici-
pants were allowed to take a break for 3 – 5 minutes. The eye
tracker was calibrated for each participant at the start of each
day and recalibrated as needed.

The experimenter began by explaining how eye-tracking sys-
tems work and introduced the two typing methods. Be-
fore starting the formal sessions, participants practiced typing
two sentences using each typing method. At the end of the
last session, the participants completed a questionnaire about
their subjective feedback regarding the two typing methods,
along with their basic information.

The EyeSwipe typing interface is shown in Figure 2. We used
Kaufman’s lexicon [5], augmented with contractions, and the
words in the phrase dataset, resulting in 10,219 words, with
number of occurrences extracted from a Wikipedia corpora
[9]. We used the same interface for dwell time, with a visual
feedback (shrinking gray box in the fixated key) to indicate
when the dwell period elapsed. The dwell period is preset to
600 ms, following [3].

RESULTS
Typing Rate
Participants typed on average faster with EyeSwipe than with
dwell interaction in all four sessions (Table 1). In session
4, participants achieved an average rate of 11.7 wpm for Eye-
Swipe and 9.5 wpm for dwell-time typing, and typing method
had a significant effect on typing rate (F1,9 = 8.54, p = .017).

Table 1. Average typing rate and standard deviation in words per minute
(wpm) of EyeSwipe and dwell-time typing (600 ms dwell period)

Session 1 2 3 4
EyeSwipe 9.4 ± 1.6 10.7 ± 1.7 10.9 ± 1.1 11.7 ± 1.8
Dwell time 8.6 ± 2.2 9.2 ± 1.8 9.9 ± 1.5 9.5 ± 2.1

The ordinal number of a session had a significant effect on the
typing rate for both methods (EyeSwipe: F3,27 = 8.61, p <
.0005, dwell time: F3,27 = 3, p < .05). The average typing
rate increased from 9.4 wpm to 11.7 wpm from the first ses-
sion to the fourth using EyeSwipe. Also, one author achieved
an average rate of 20.6 wpm on EyeSwipe (13.2 wpm on
dwell time) in a 10-minute typing session, strengthening our
impression about EyeSwipe’s potential of increasing typing
rate with practice.

The necessity of dwelling on individual keys for a set amount
of time compromises the speed of dwell-time-based typing
interfaces. EyeSwipe counteracts this disadvantage by requir-
ing only the first and last characters of the word to be selected
explicitly. The consequence of this approach is that longer
words can be typed faster using this method than by using
dwell-time typing. Specifically, for words of length three
or more, typing with EyeSwipe was found to be faster than
dwell-time typing and the difference in typing rate is propor-
tional to the length of the word (Figure 3).

Participants with glasses (5 out of 10) experienced calibra-
tion problems, which affected their usage of dwell-time typ-
ing, as expected according to Räihä [17]. Our statistically
limited analysis suggests that EyeSwipe may be more robust
to noisy gaze data associated with people wearing glasses. In
session 4, the average text entry rate for participants wear-
ing glasses was 12.2 wpm using EyeSwipe and 8.7 wpm us-
ing dwell time. One participant with glasses achieved a 15.2
wpm average typing rate using EyeSwipe, and 7.3 wpm using
dwell time due, in part, to gaze-input noise.

Accuracy
A low error rate, less than 2% for sessions 2, 3, and 4, was
measured using the Minimum String Distance (MSD) metric
[19] for both methods (Table 2). This implies that participants
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Figure 3. Mean and standard deviation (error bars) of typing rate in
characters per minute (cpm) per typed word length. The dashed line
represents the average word length among the typed words.
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Table 2. MSD error rate (%) of EyeSwipe and dwell-time typing
Session 1 2 3 4
EyeSwipe 0.92 1.65 0.77 1.31
Dwell time 2.60 1.06 1.07 1.01

in our experiment were careful in typing the given phrases
accurately using both methods.

For EyeSwipe, the Correction Rate (CR) is a measure of the
number of times words were deleted because the wrong last
letter was unintentionally selected or because no candidate
matched the word being typed. On average, 10.68% of the
words were deleted by participants of our experiments. The
correction rate CR improved from 13.25% in session 1 to
8.13% in session 4 (F1,9 = 11.86, p < .01), suggesting that a
user’s increasing familiarity with EyeSwipe reduces instances
of deletion.

The accuracy of selecting the first and last characters of a
word by reverse crossing was 98.3%, which was calculated
as number of correctly selected first and last letters

total number of selections .

The selection of the first and last letters using reverse cross-
ing imposes hard constraints on word candidates, improving
the accuracy of word prediction. This can be seen when our
word predictor is applied to the gaze data stored for the words
we had collected in our user study (total of 3,712 words typed
with EyeSwipe). We tested the case that the lexicon is filtered
by fixing the first and last letters, and the case that the lexicon
is not filtered. The correct word was among the first k candi-
dates (k = 1, . . . , 5) at least 16 percentage points more often
using the first and last letter constraints (Table 3).

Table 3. Top-k word prediction accuracy (correct word was among 1st k
candidates) using (1) the lexicon filtered by the first and last letters, and
(2) the whole lexicon

top-1 top-2 top-3 top-4 top-5
Case 1 82.7% 92.1% 95.5% 97.1% 98.3%
Case 2 62.8% 73.9% 78.6% 80.5% 81.7%

Subjective Feedback
Participants indicated their opinion on the performance of the
interface and their preference on a scale from 1 to 7 (low –
high). EyeSwipe was preferred to dwell-time typing (5.8 vs.
4.1), and the performance of EyeSwipe was also deemed bet-
ter (5.5 vs. 4.7). All participants commented that EyeSwipe
was efficient, especially for longer words. Two participants
indicated that it took some time for them to get accustomed
to EyeSwipe typing.

In order to evaluate their perceived performance, participants
were asked to rate accuracy, speed, learnability and general
comfort (Figure 4). EyeSwipe scored higher on average for
speed and comfort, whereas dwell-time typing scored higher
on accuracy and learnability. For their respective levels of eye
and neck fatigue, participants gave average scores of 3.9 and
2.6 for EyeSwipe, and 4.3 and 2 for dwell-time typing on a
scale of least (1) to most (7) fatigued.

Figure 4. Average perceived performance, scaled 1-7 (low-high)

DISCUSSION AND CONCLUSION
Participants achieved an average typing rate of 11.7 wpm af-
ter 30 minutes of typing experience using EyeSwipe. Sig-
nificant learning effects were observed in EyeSwipe typing,
indicating the possibility of higher text entry rate with prac-
tice. It is worth noting that one author achieved a typing rate
of 20.6 wpm using EyeSwipe (13.2 wpm using dwell-time-
based method). Word prediction could potentially increase
the typing rate, by offering completions to partially typed
words. The results of our experiment suggest that EyeSwipe
is particularly useful in handling gaze-input noise. Reflec-
tions from glasses can make it difficult for an eye tracker to
estimate gaze direction accurately. Experimental results sug-
gest that gaze-input noise due to glasses was handled more ro-
bustly by EyeSwipe than by the dwell-time mechanism: par-
ticipants with glasses experienced, on average, a larger differ-
ence in typing rates between EyeSwipe and dwell-time typing
compared with participants without glasses.

Explicitly requiring that the first and last characters of the
word are selected with reverse crossing is advantageous for
several reasons: (1) It enables users to type with few input
errors: 30 minutes of typing with EyeSwipe yielded a correc-
tion rate of only 8.13%. (2) The clear start and end positions
have a positive impact on the users’ comfort, as users are free
to look at anything they want when not typing a word. (3)
Reverse crossing makes it easy to extend the on-screen key-
board. An example is the punctuation key (Figure 2), where
buttons are displayed in multiple directions. (4) The informa-
tion about the first and last characters could also be beneficial
to other dwell-free interfaces such as Filteryedping [15] by
reducing the number of possible candidates, thus increasing
the prediction accuracy.

Users have reported that EyeSwipe requires more training
than the dwell-time interface but delivers speedier and more
comfortable interaction.
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